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Abstract. Network-based technologies such as cloud computing, web
services, and Internet of Things systems are becoming widely used due
to their flexibility and preeminence. On the other hand, the exponential
proliferation of network-based technologies exacerbated network security
concerns. Intrusion takes an important share in the security concerns
surrounding network-based technologies. Developing a robust intrusion
detection system is crucial to solving the intrusion problem and ensuring
the secure delivery of network-based technologies and services. In this
paper, we propose a novel approach using deep reinforcement learning to
detect intrusions to make network applications more secure, reliable, and
efficient. As for the reinforcement learning approach, Deep Q-learning is
used alongside a custom-built Gym environment that mimics network
attacks and guides the learning process. The NSL-KDD dataset is used
to create the reinforcement learning environment to train and evaluate
the proposed model. The experimental results show that our proposed
reinforcement learning approach outperforms other related solutions in
the literature, achieving an accuracy that exceeds 93%.

Keywords: Reinforcement learning · Deep Q-learning · OpenAI
Gym · Network security · Machine learning · Intrusion detection system

1 Introduction

Network based computer systems and technologies like web services, cloud com-
puting, and Internet of Things (IoT) systems are becoming more popular. These
technologies are prone to intrusion, and the growing popularity of network-based
systems made the intrusion issue worse. We can get an estimate on the expansion
magnitude of network-based technologies and in return the intrusion problem by
examining the market of specific network-based technologies such as cloud com-
puting services. There has been a massive increase in the market and the revenue
of cloud services at around 54.9 [1] and 129 [2] billion US dollars from 2017 to
2020, respectively. It is evident from such an increase that network-based tech-
nologies are getting a lot of attraction, which increases the scale of the intrusion
issue. This increasing scale comes with significant economic costs, which has
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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been confirmed by two studies carried out by McAfee cyber-security firm. The
two studies were conducted over a 6-year period and show the alarming increase
in the economic cost of cyber-crimes. The first study shows that in 2014 the
cost of cyber-attacks was around 475 billion US dollars [3], and the second study
shows that in 2020 the cost of cyber-attacks was almost 1 trillion US dollars [4].
Since most of the network-based technologies and resources are obtained from a
remote service provider that is not locally present through a medium, this raises
the question of how to secure the medium used to obtain these services from
intrusion, which in this case is the network system. The answer will significantly
reduce the economical cost caused by intrusions and cyber-crimes. Securing that
medium requires an absolute necessity of a modern solution to detect intrusions
using a particular intrusion detection system (IDS).

Intrusion detection systems work in different ways and have many architec-
tures. The most common two types of network intrusion detection systems are
signature (misuse) based intrusion detection system and anomaly-based intru-
sion detection system [5]. Anomaly-based intrusion detection system attempts
to deal with a novel attack by learning the normal pattern of network traffics,
and any deviation from that normal pattern is considered as an intrusion [5].
The downside of this system is its high sensitivity that leads to a high false
positive rate. Signature-based intrusion or misuse detection system works sim-
ilarly to traditional rule-based intrusion detection systems like snort intrusion
detection system [6]. Both were used to tackle and solve the intrusion problem.
However, with the increase in novel attacks and the continuous change in the
attack types and styles, rule-based intrusion detection systems are vulnerable.
Even with rapid updates to their rules, they can not keep up with the continuous
change in malicious attacks.

Therefore, creating a novel, scalable, and adaptive approach for detecting
intrusions in network systems that copes with the new malicious attacks is a
necessity. This is where machine learning comes into place with its adaptability
and flexibility. It can provide a solution for the intrusion issue addressed before
and solve the limitation of rule-based intrusion detection systems.

Although machine learning offers a solution, not all machine learning
approaches are created equal. Machine learning can be categorized into three
major topics: the first is reinforcement learning (RL), the second is unsupervised
learning and the third is supervised learning. Many solutions were developed for
intrusion detection using the three different machine learning approaches. Most
of the researched and implemented approaches are based on supervised and the
unsupervised learning. Supervised learning is based on the idea of recognizing
attacks from captured and labeled network traffic attack data upon which it can
detect relatively similar attacks. The unsupervised learning approach uses unla-
beled datasets to learn and classify attacks based on their common features and
patterns.

Both approaches have downsides. Most of the real traffic data are present as
unlabeled data. Labeling data is an extremely cumbersome and costly process.
In addition, the continuously developed attacks and changes in attack patterns
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render the supervised learning approaches inefficient and lead to a high false pos-
itive rate. On the other hand, the unsupervised learning approaches are inferior
to the supervised ones in performance when presented with numerous features.
Moreover, the feature engineering process for the large number of features in
unlabeled data is a laborious task.

In this research, we propose a novel approach called OpenAI Gym Env-
DQN (OGE-DQN) using reinforcement learning because, in theory, it is superior
to other machine learning approaches in intrusion detection for the following
reasons. First, it can go beyond the dataset by solving the labeling issue. Second,
it can generalize and approximate when dealing with large observation space or
features. Third, it can scale and adapt to numerous attack patterns, and it is
not volatile to changes. The novel machine learning approach introduced utilizes
a reinforcement learning-based algorithm called Deep Q-Network (DQN).

Reinforcement learning utilizes an environment to train an agent. We use
OpenAI Gym library [7] to build the environment. The Gym environment guides
the learning process through positive and negative rewards and makes use of
the NSL-KDD intrusion detection dataset as a source of network traffic. In
other words, the reinforcement learning agent learns from its previous actions by
observing the states and rewards from the environment, so it can perform better
actions in the future by maximizing the reward it gets from the environment. The
reinforcement learning agent uses deep neural networks as a function approxi-
mator for Q-values associated with decision (action) making. For the NSL-KDD
dataset, it is the largest and the most diverse in terms of attack types, and it
fits the eleven criteria for an appropriate IDS dataset [8]. It is well-suited and
serves the goal of this research. The dataset goes through a preprocessing stage
before being used as the source of encoded network traffic.

The main contributions of this study are as follows:

1. We present the first attempt to create a custom-built standardized intrusion
detection reinforcement learning environment using OpenAI Gym framework.

2. Our novel reinforcement learning approach offers a significant improvement
in terms of metrics, such as accuracy, recall, and precision, compared to other
relevant works from the literature.

3. A novel Gym environment is proven to be more expressive about intrusions
and has more resolution. This is one of the key elements for the success of
the reinforcement learning model.

The rest of this paper is organized as follows. Sections 2 and 3 provide dis-
cussion of the related work and a brief background, respectively. The research
methodology is explained in Sect. 4. In Sect. 5, evaluation and benchmarking are
explored. Finally, we conclude with the outcomes in Sect. 6.

2 Related Work

Numerous intrusion detection solutions using machine learning approaches and
techniques were developed.
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Liang et al. [9] suggested a hybrid approach of a multi-agent reinforcement
learning model consisting of three parts: data management, analysis and response
modules, and data collection. The analysis modules are based on deep learning
to detect anomalies from the transport layer in the network. The dataset used
for evaluation was the NSL-KDD dataset. The anomaly detection accuracy of
98% was achieved in an IoT environment. The ability for the proposed model
to classify different types of attacks was accurate by 97%. Nevertheless, the
model was only tested in an IoT environment where the types of attacks are
very limited.

Koduvely [10] proposed making a Gym environment based on the OpenAI
Gym environment concept to detect network intrusions using reinforcement
learning and policy gradient model, which inspired us into building a Gym
environment as part of the approach suggested in this paper. The proposed
approach works by solving the environment, and for evaluation, a receiver oper-
ating characteristic (ROC) curve is used. The proposed solution’s performance
was not evaluated, and the False Positive (FP) and False Negative (FN) rates
were unknown. The research also suggested implementing other techniques such
as deep neural network and deep and wide neural network, but there was no
continuation on this proposal.

The first approach that integrated a reinforcement learning framework as
intrusion detection solution was introduced by Caminero et al. [11]. The app-
roach was named Adversarial Environment using Reinforcement Learning (AE-
RL). They created an environment that provides network traffic samples to
the agent and also act as a second adversarial agent by increasing the classi-
fier’s incorrect predictions. Moreover, they implemented a new mechanism for
dynamically over-sampling/under-sampling during training from the dataset to
overcome the issue of the under represented classes. Their approach was tested
on two datasets: NSL-KDD and AWID. The approach was compared with sev-
eral other approaches that implemented supervised and reinforcement learning
algorithms. They achieved an accuracy of 80%.

A novel approach using deep reinforcement learning to detect attacks in a
network without requiring to solve an environment by directly using batches from
two datasets (NSL-KDD and AWID) separately was suggested by Lopez-Martin
et al. [12]. This approach proposes a new reward method for the model in the
training process, whether the detection was correctly performed or not. They
used four different approaches to implement their proposal, which are Policy
Gradient, Double Deep Q-Network (DDQN), Actor-Critic, and Deep Q-Network
(DQN). They claimed that the top performance was achieved by the Double Deep
Q-Network approach and that they were able to decrease the overall computa-
tional time required compared to traditional machine learning approaches.

Suwannalai and Polprasert [13] proposed a multi agent deep reinforcement
learning model to detect intrusions. They used the NSL-KDD dataset to train
and test the proposed model. They created a multi-class model to evaluate their
model capabilities on detecting each attack type in the dataset. The accuracy
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of the model was 80% and the F1 score was 79%. The model showed very low
accuracy in detecting minority attack types.

An intrusion detection system that utilizes a reinforcement learning approach
based on Deep Q-learning was implemented by Hsu and Matsuoka [14]. The sys-
tem uses two modes: learning mode and detection mode. They tested their model
on a real captured traffic from their campus network, NSL-KDD dataset, and
the UNSW-NB15 dataset. Moreover, the model achieved an accuracy of 97.95%,
91.4%, and 91.8% respectively. Additionally, they compared the performance of
their approach with three other traditional machine learning approaches and two
published research papers.

Ma and Shi [15] suggested building a network intrusion detection system
based on a deep reinforcement algorithm known as Deep Q-learning. They tested
their approach using the NSL-KDD benchmark dataset. Moreover, a suggestion
was made to increase the number of less represented classes (R2L and U2R) and
reduce the number of over represented classes (NORMAL, DoS, and PROBE)
in the dataset by creating synthetic data using various over and under sam-
pling techniques like Synthetic Minority Over-Sampling Technique (SMOTE),
Random Over Sampling (ROS), NearMiss1, and NearMiss2. The SMOTE was
the highest performing technique when combined with a reinforcement learning
framework with an accuracy of 82%.

The most relevant work from the literature are [12,14,15] since they used a
reinforcement learning approach and tested their approach on the same dataset
used in this research. Therefore, these research papers’ results will be used later
for performance comparison purposes.

3 Deep Q-Learning

Reinforcement learning is an evolutionary machine learning approach that simu-
lates the learning process in living organisms [16]. Learning is a process in which
living organisms increase their knowledge in the scope of different tasks by accu-
mulating knowledge that enhances their capability on how to perform certain
tasks better as their knowledge increases. Similarly, machine learning algorithms
can emulate living organisms’ learning process through their exposure to data,
which in this scenario simulates the accumulative knowledge living organisms
acquire over time. In reinforcement learning, the algorithm does not need to
have prior domain knowledge and can learn over time by trial and error [17].
The algorithm in that scenario represents the brain in living organisms. The
main purpose in reinforcement learning is trying to develop that brain, which in
this case is called an agent, and this is where the algorithm resides. The agent’s
duty is to sum up the reward Rt over time t and get as many positive rewards
as possible. This process simulates doing correct actions in certain tasks given
the prior knowledge accumulated in the brain of a living organism. The agent
interacts with an observation acquired from the environment (see Fig. 1), which
is called a state St. In living organisms, such state represents the interaction
with the real world whereby experience or knowledge is gained. Building a well-
structured reinforcement learning environment is paramount for optimizing the
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agent’s learning process and performance in a specific domain. For the reinforce-
ment learning agent to take any action, it follows a strategy called an epsilon
greedy strategy. We start by setting an exploration rate which is initially ε = 1
and will decay by a certain rate at the beginning of each training loop, or in
this context called episode. Then, a random number between “0” and “1” will
be produced as a threshold. If that threshold is greater than ε, the agent will
start exploitation to select its next action [18].

Fig. 1. Reinforcement learning workflow

The environment includes the dataset of captured network traffic features.
It also evaluates the agent’s actions (right or wrong). The observation repre-
sents the network traffic, and the agent represents the detection mechanism that
decides whether the network traffic is an intrusion or not. The agent chooses its
best action trajectory using a sequential decision-making process called Markov
Decision Process (MDP). The sequential process starts by the agent observing a
state from the environment. Depending on the state, the agent selects an action
to perform. Afterwards, the agent gets a reward from the environment, and then
another state is initiated. This entire process can be optimized in order for the
agent to get the maximum accumulative reward, not just the immediate reward.
Simply put, we are trying to map state-action pairs to rewards as represented
in Eq. 1.

f(St, At) = Rt+1 (1)

The quality of the agent action in each step of the process is calculated by
using the Bellman equation (Eq. 2). Q-Function is an indication of the quality
of an action taken by the agent given a certain state. Therefore, it is referred to
as the action-value function. The output of the function for any state-action is
known as the Q-value which is the left hand side of the equation. The Bellman
equation right hand side consists of two parts: the immediate reward Rt+1 and
the future Q-Values. A discount actor γ is added to make the process finite.
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Reinforcement Learning for Intrusion Detection 7

The max q∗ (s′, a′) is the maximum discounted future reward we can get from
some states onwards if we are going to follow this particular behavior. In our
approach, we used neural networks to work as a function approximator to obtain
the optimal Q-values [19]. This approach is known as Deep Q-learning. We use
neural networks to map states to action-Q-value pairs as shown in Fig. 2.

q∗ (s, a) = E
[
Rt+1 + γ max

a′
q∗ (s′, a′)

]
(2)

Fig. 2. Deep Q-learning

4 Methodology

This research proposes a novel approach for intrusion detection in network sys-
tems, which utilizes a deep reinforcement learning algorithm and network traffic
present in the NSL-KDD intrusion detection dataset. The deep reinforcement
learning approach used for learning is Deep Q-Learning. This approach includes
building an RL agent using a reinforcement learning algorithm known as Deep
Q-Network. It is used as part of the agent’s structure to detect intrusions. More-
over, the approach includes creating and setting up an environment to guide
the agent’s learning process. The environment created uses the network traf-
fic in the NSL-KDD dataset and was inspired by an environment proposed by
Hari Koduvely [10]. The environment was custom-built to suit the developed RL
approach.

4.1 Deep Reinforcement Learning Agent

A reinforcement learning agent is the brain where the algorithm resides. The
agent’s purpose is to select the appropriate action given a certain state to maxi-
mize the overall reward. This indicates that it is taking the best action available.
Deep Q-learning is the chosen approach used in this research. Deep Q-learning
uses two separate neural networks: the first one is called the main network or
the policy network, and the second one is called the target network. The reason
for using two separate neural networks is that when we feed a state to the neu-
ral network in order to obtain the appropriate action-Q-value pairs, the weights
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of the network are updated. With that constant change, this mapping process
will be impossible because we are chasing a dynamic target that contradicts
the whole purpose of mapping states to action-Q-value pairs. Instead, we use
a second neural network with initially the same weights as those of the main
network. The target network is used to obtain the target Q-values as shown
in Fig. 3, and then, the weights will be updated to match the main network
ones every certain number of iterations to ensure that the learning process is
functioning properly [20].

Fig. 3. Activity Chart of RL Agent

4.2 NSL-KDD Dataset

The NSL-KDD dataset, which is used by the Gym environment to provide obser-
vations to the agent, was obtained from the website of the Canadian Institute
of Cyber Security, University of New Brunswick [21]. This dataset possesses the
criteria to serve as a benchmark for today’s modern intrusion detection systems
[8]. Its training set contains 125,973 records of which 67,343 represent normal
network traffic and 58,630 represent intrusions. Its testing set contains 22,544
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records of which 9,711 represent normal network traffic and 12,833 represent
intrusions [22]. The dataset contains 4 main attack categories (DoS, Probe, U2R,
and R2L) and 39 different subcategories. Moreover, each record of the dataset
represents 41 features of network traffic and a label.

4.3 Gym Environment

The environment is a very important element of the reinforcement learning pro-
cess. Building an expressive environment is a necessity for the agent to be properly
trained and perform the assigned task efficiently. In order to implement this envi-
ronment concept, a specifically developed toolkit called OpenAI Gym toolkit is
used.

The Gym environment structure is based on four different functions that are
all in the same class: initialization, step, reset, and render. The environment will
be referred to as an object called env. The initialization function is composed
of several parameters. The two most relevant parameters are the action space,
which is the available actions for the agent to take, and the observation space,
which includes network traffic’s features that will be observed by the agent. The
step function will observe the action taken by the agent and return four differ-
ent parameters: next state, reward, done, and info. These parameters represent
the next state that the agent will observe, the current reward, a Boolean value
indicating whether this episode is over or not, and some additional diagnostic
information. The reset function provides a new random initial state. The ren-
der function outputs a graphical representation of the current situation in the
environment. In this context, however, it is irrelevant because we do not have
a graphical representation for the Gym environment. Moreover, all the possible
actions, state labels, and rewards are provided in Table 1 to deepen the under-
standing of the previous concepts.

Table 1. State, Action and Reward as represented in the environment

State label Action Reward

Normal 0 1

Normal 1 –1

Intrusion 0 –1

Intrusion 1 1

First, the reset function is used to obtain the initial observation from the
environment, which is then passed to the agent. Second, the agent will choose
an action from the available ones. Third, the action chosen by the agent is
passed to the environment step function. The step function will return the next
observation, the reward for the agent’s past action, a Boolean value indicating
whether the training episode is over or not, and some diagnostic information.
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10 A. M. S. E. Saad and B. Yildiz

This training process continues until it is terminated. Table 1 also explains the
reward system given by the environment in correspondence with the action taken
by the agent. When the agent observes a state provided by the environment, it
responds by choosing an action from the available actions. The agent can either
choose“0” or “1” which indicates whether this network traffic is a normal or
an intrusion, respectively. Given this action, the environment judges the agent
behavior by matching it with the label associated with each network traffic in
the dataset. Thereupon, the environment assigns either a positive reward “1”
or a negative reward “–1” in response to the correct or incorrect action of the
agent, respectively.

5 Results

In this section, the evaluation approach, metric, and the results of the experi-
ments will be discussed. The experiments were conducted using different number
of training iterations, various neural network structures including different num-
bers of hidden layers and neurons, and multiple batch sizes. Additionally, we used
50% of the data in some experiments and 100% in others to prove that reinforce-
ment learning can handle more attack representations and function properly with
the increase in the number of attack types represented in the dataset, leading
to the conclusion that RL can generalize. The reason for the variation proposed
in the experiments is that obtaining an improved model is not an exact formula
but rather based on a trial-and-error approach. At the end of the section, a
general comparison with other reinforcement learning approaches implementing
the NSL-KDD dataset from the literature is discussed in order to demonstrate
performance comparison.

5.1 Evaluation Metrics

The most appropriate evaluation methods used for classification prediction mod-
els are confusion matrix, F1 score, accuracy, precision, and recall [23].

The confusion matrix [23] can be used for classification problems to show the
actual classification (label) and the predicted one. Since all of the approaches in
this research use binary classification, confusion matrix is considered the optimal
option for evaluation. Although using confusion matrix is not suitable for rein-
forcement learning model evaluation, we can utilize the confusion matrix for our
reinforcement learning approach since the data is labeled. Metrics were derived
from the confusion matrix, which represent accuracy, precision, recall (sensitiv-
ity), and F1 score of the evaluated model in terms of True Positive (TP), False
Negative (FN), False Positive (FP), and True Negative (TN) predictions.

5.2 Reinforcement Learning Model Evaluation

Reinforcement learning model evaluation differs from other machine learning
approaches because of its unique structure. In order to evaluate a reinforcement
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Reinforcement Learning for Intrusion Detection 11

learning model, we have two approaches: the performance of the policy estimated
by the model and the learning curve that indicates the improvement of the
agent’s actions over time. The learning curve approach was followed in this paper.
It can be identified as the accumulative reward as a function of the number of
episodes. In other words, we are plotting the accumulative reward acquired by
the RL agent over time and showing if it is increasing or decreasing. If the
accumulative reward is increasing, it indicates that the RL agent’s actions are
improving during the learning process, which is the desired output.

5.3 Reinforcement Learning Experimental Results

In Fig. 4 below, the learning curve of the RL agent is plotted. It is showing a
great improvement in the agent’s performance over time, which validates the
model. This means that the accumulative reward that the agent is receiving is
increasing. This indicates that the agent’s ability to choose the most appropriate
action by maximizing its gain is improving over time.

Fig. 4. RL agent learning curve

The results of the Deep Q reinforcement learning model are shown below.
Although many experiments were conducted, only the top-performing ones are
expressed. The other experiments were attempts to reach the optimal hyper-
parameters. An experiment with only 50% of the dataset is performed to show
the generalization property of RL when compared to the full dataset experiment.
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12 A. M. S. E. Saad and B. Yildiz

Another experiment is shown using different hyper-parameters to prove that
the RL model’s hyper-parameters and neural network structure can affect its
performance drastically.

We started by using 50% of the data with 400 training iterations, 100 steps
per episode, and a batch size of 64. We used two hidden layers of size 50*10.
The accuracy reached 86.80%. In the second conducted RL experiment, we used
100% of the data with 800 training iterations, 100 steps per episode, and a batch
size of 64. We used two hidden layers of size 50*10 and the accuracy was 93.12%.

An aggregation of all the conducted experiments’ results can be shown in
Table 2 to give an overview.

Table 2. Aggregated results for the reported experiments

Experiment F1 (%) Recall (%) Precision (%) Accuracy (%)

RL - Experiment 1 84.45 86.55 82.45 86.8

RL - Experiment 2 96.36 95.9 96.83 93.12

5.4 Performance Comparison with Relevant Work

Table 3 is an aggregation of the top-performing experimental results of the
proposed RL agent alongside state-of-the-art results collected from related
researches in the literature. The related researches implemented RL approaches
such as Deep Q-Network (DQN) [12,14], and Double Deep Q-Network (DDQN)
[15] alongside the same NSL-KDD dataset. The table also expresses the value
added by our approach (OGE-DQN) in enhancing and improving the reinforce-
ment learning agent’s performance in intrusion detection as shown.

Table 3. Aggregated Results Comparison with Relevant Work

Approach F1 (%) Recall (%) Precision (%) Accuracy (%)

OGE-DQN
(Developed in this research)

96.36 95.9 96.83 93.12

DQN
(Manuel Lopez-Martin et al. [12])

89.35 89.37 89.33 87.87

DQN
(Hsu and Matsuoka [14])

– 90.2 92.8 91.4

DDQN
(Ma and Shi [15])

82.43 82.09 84.11 82.09

6 Conclusion

Due to the massive shift to network-based technologies, cloud computing-based
services are becoming the ultimate replacement and solution for handling and
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Reinforcement Learning for Intrusion Detection 13

providing the infrastructure of computer systems, storage space, and computa-
tional power needed by agencies, companies, organizations, institutions, and gov-
ernments. This transition introduced major concerns regarding the medium or net-
work systems used to deliver these services and resources. Securing the network
systems poses a challenge to customers and users of cloud computing services and
other network-based technologies. The new attack types and continuous change in
attack patterns introduced frequently pose a threat that makes it very difficult for
traditional cyber-security and intrusion detection systems to keep up with those
developments in attacks and the increasing scale of network systems.

In this research, we provided an answer to the intrusion problem in modern
network systems by using deep reinforcement learning. We developed a novel
approach for intrusion detection, and this approach had two key parts. The first
part was the agent, which was built using Deep Q-learning algorithm and a deep
neural network. The second part was the custom-built Gym environment that
guided the learning process and provided network traffic from the dataset to the
reinforcement learning agent. The dataset used to fuel the learning process was
the NSL-KDD dataset, as it is used as a benchmark for most modern intrusion
detection systems. The Gym environment presented is the first attempt to cre-
ate a standardized Gym environment for intrusion detection using OpenAI Gym.
Additionally, the custom-built Gym environment, which is our main contribu-
tion, contributed to the model’s superiority by having expressive and inclusive
features of intrusions. The superiority of our approach was validated and con-
firmed by comparing its results with other relevant work from the literature.
The proposed Deep Q-learning solution achieved the highest performance with
an accuracy of more than 93%, and it appears to be the most efficient solution
among those compared. This high accuracy was achieved as a result of using
an expressive Gym environment and a well-tuned model. Several experiments
were carried out using several hyper-parameters and configurations by trial and
error to obtain the optimal results. The experiments performed were reported
and classified according to their configurations.
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